Chapter 2 Strategic Position and the Business Environment
	LEARNINGS OBJECTIVES

1.
Assess the macro-environment of an organization using PESTEL.

2.
Highlight the key drivers of change likely to affect the structure of a sector or market.

3.
Explore, using Porter’s Diamond, the influence of national competitiveness on the strategic position of an organization.

4.
Prepare scenarios reflecting different assumptions about the future environment of an organization.

5.
Evaluate methods of business forecasting used when quantitatively assessing the likely outcome of different strategies.
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1.
PESTEL Analysis
1.1
Introduction
1.1.1
PESTEL is useful checklist for general environmental factors, but remember in the real world these factors are often interlinked. The acronym PESTEL is sometimes replaced by SLEPT, in which the environmental protection aspect is folded into the other five, or even by STEEPLE, where the extra E stands for ethics.

1.1.2
The PESTEL model looks at the macro-environment, using the following headings:
(a)
Political. The political environment includes taxation policy, government stability and foreign trade regulations.

(b)
Economic. The economic environment includes interest rates, inflation, business cycles, unemployment, disposable income and energy availability and cost.

(c)
Social. The social/cultural environment includes population demographics, social mobility, income distribution, lifestyle changes, attitudes to work and leisure, levels of education and consumerism.

(d)
Technological. The technological environment is influenced by government spending on research, new discoveries and development, government and industry focus of technological effort, speed of technological transfer and rates of obsolescence.

(e)
Ecological environment. The ecological environment, sometimes just referred to as the ‘environment’, considers ways in which the organization can produce its goods or services with the minimum environmental damage.
(f)
Legal. The legal environment covers influences such as taxation, employment law, monopoly legislation and environmental protection laws.

1.2
The political environment

1.2.1
Government is responsible for providing a stable framework for economic activity and, in particular, for maintaining and improving the physical, social and market infrastructure. Public policy on competition and consumer protection is particularly relevant to business strategy.

(a)
Government policy

1.2.2
Government policy affects the whole economy, and governments are responsible for enforcing and creating a stable framework in which business can be done. A report by the World Bank indicated that the quality of government policy is important in providing three things.
(i)
physical infrastructure (e.g. transport)

(ii)
social infrastructure (e.g. education, welfare safety net, law enforcement, equal opportunities)

(iii)
market infrastructure (e.g. enforceable contracts, policing corruption)

(b)
Public policy on competition

1.2.3
Monopoly generally exploits customers, but it may have both economic disadvantages and economic advantages.
1.2.4
A beneficial monopoly achieves economies of scale in an industry where the minimum efficient scale is at a level of production that would mean having to achieve a large share of the total market supply. In these circumstances, monopoly may be tolerated but is likely to be regulated or even taken into government ownership. Many utilities, such as railways, telecommunications and power generation fall into this category.
1.2.5
A monopoly would be detrimental to the public interest if cost efficiencies are not achieved. Consumer protection policies may be required.
1.2.6
Several firms could behave as monopolists by agreeing with each other not to compete. This could be done in a variety of ways. For example, by exchanging information, by setting common prices or by splitting up the market into geographical areas and operating only within allocated boundaries.

1.2.7
Such a collusive oligopoly is called a cartel and is illegal in most jurisdictions. For example, in 2007, British Airways was fined heavily by the US Department of Justice and the UK’s Office of Fair Trading for colluding with its rival Virgin Atlantic in fixing how much extra to charge on passenger and cargo flights, to cover fuel costs.

	1.2.8
	Example 1 – The Competition Commission in the UK

	
	The activity of the Competition Commission in the UK is a good example of the way governments may approach the problem of monopoly. The Office of Fair Trading may ask the Competition Commission (CC) to investigate if it appears that competition is being prevented, distorted or restricted in a particular market. The Secretary of State may do the same if any proposed takeover or merger would create a firm that controlled 25% or more of the market and where a merger appears to lead to a substantial lessening of competition in one or more markets. The Commission will then investigate the proposed merger or takeover and recommend whether or not it should be allowed to proceed.


(c)
Anticipating changes in the law
1.2.9
The governing party’s election manifesto should be a guide to its political priorities, even if these are not implemented immediately.

1.2.10
The government often publishes advance information about its plans for consultation purposes.

(d)
Political risk

1.2.11
The political risk in a decision is the risk that political factors will invalidate the strategy and perhaps severely damage the firm. Examples are wars, political chaos, corruption and nationalization.

1.2.12
A political risk checklist was outlined by Jeannet and Hennessey. Companies should ask the following six questions.

(i)
How stable is the host country’s political system?

(ii)
How strong is the host government’s commitment to specific rules of the game, such as ownership or contractual rights, given its ideology and power position?

(iii)
How long is the government likely to remain in power?

(iv)
If the present government is succeeded, how would the specific rules of the game change?

(v)
What would be the effects of any expected changes in the specific rules of the game?

(vi)
In light of those effects, what decisions and actions should be taken now?

1.3
The economic environment

1.3.1
The economic environment affects firms at national and international level, both in the general level of economic activity and in particular variables, such as exchange rates, interest rates and inflation.

1.3.2
The following factors may need to be considered at local and national level:

	Factors
	Impact

	Overall growth or fall in GDP
	Increased/decreased demand for goods and services

	Local economic trends
	Type of industry in the area. Office/factory rents. Labour rates. House prices.

	Inflation
	Low in most countries; distorts business decisions; wage inflation compensates for price inflation

	Interest rates
	How much it costs to borrow money affects cash flow. Some businesses carry a high level of debt. How much customers can afford to spend is also affected as rises in interest rates affect people’s mortgage payments.

	Tax levels
	Corporation tax affects how much firms can invest or return to shareholders. Income tax and sales tax (e.g. VAT) affect how much consumers have to spend, hence demand.

	Government spending
	Suppliers to the government (e.g. construction firms) are affected by spending.

	The business cycle
	Economic activity is always punctuated by periods of growth followed by decline, simply because of the nature of trade. 


1.3.3
The forecast state of economy will influence the planning process for organizations which operate within it. In times of boom and increased demand and consumption, the overall planning problem will be to identify the demand. Conversely, in times of recession, the emphasis will be on cost-effectiveness, continuing profitability, survival and competition.
1.3.4
Impact of international factors on the economic environment:

	Factors
	Impact

	Exchange rates
	Cost of imports, selling prices and value of exports; cost of hedging against fluctuations

	Characteristics of overseas markets
	Desirable overseas markets (demand) or sources of supply (cheap imports?)

	International capital markets
	Generally, advanced economies accept that demand and supply set the value of their currencies, using interest rates only to control inflation.

	Large multinational companies (MNCs)
	MNCs have huge turnovers and significant political influence because of governments’ desire to attract capital investment.

	Government policy on trade/protection
	Cost of barriers to trade, effect on supplier interests of free trade, erection of reciprocal barriers, possibility of dumping


1.4
The sociocultural environment

1.4.1
The social and cultural environment features long-term trends and people’s beliefs and attitudes.

1.4.2
Factors of importance to organizational planners:
	Factors
	Impact

	Growth
	The rate of growth or decline in a national population and in regional populations.

	Age
	Changes in the age distribution of the population. In some countries, there may be an increasing proportion of the national population over retirement age. In others there are very large numbers of young people.

	Geography
	The concentration of population into certain geographical areas.

	Ethnicity
	A population might contain groups with different ethnic origins from the majority.

	Household and family structure
	A household is the basic social unit and its size might be determined by the number of children, whether elderly parents live at home and so on. In the UK, there has been an increase in single-person households and lone parent families.

	Employment
	In part, this is related to changes in the workplace. Many people believe that there is a move to a casual flexible workforce; factories will have a group of core employees, supplemented by a group of insecure peripheral employees, on part time or temporary contracts, working as and when required.

	Wealth
	Rising standards of living lead to increased demand for certain types of consumer good. This is why developing countries are attractive as markets.


1.4.3
Implications of demographic change
(a)
Changes in patterns of demand: an ageing population suggests increased demand for health care services: a young growing population has a growing demand for schools, housing and work.

(b)
Location of demand: people may be moving to the suburbs and small towns.

(c)
Recruitment policies: there may be relatively fewer young people so firms will have to recruit from less familiar sources of labour (and the retirement age may need to be increased).

(d)
Wealth and tax: patterns of poverty and hence need for welfare provisions may change. The tax base may alter.

	1.4.4
	Example 2

	
	In some countries there has been a growth in the awareness of ‘health living’ and ‘healthy eating’. This has affected companies in industries such as health and leisure (the demand for fitness clubs), clothing (the demand for sportswear and running shoes) and food manufacture ( the demand for organic food).

As a result, a large number of consumers have been prepared to pay more to obtain goods and services that offer healthier living and healthier foods.

Companies might need to consider whether the trend towards healthy living will continue, and if so, how they should respond to the continuing change in society.


1.5
Technological environment
1.5.1
Technology contributes to overall economic growth. The production possibility curve describes the total production in an economy. There are three ways in which technology can increase total output.

(a)
Gains in productivity (more output per units of input)

(b)
Reduced costs (e.g. transportation technology)

(c)
New types of product

1.5.2
Effects of technological change on organizations
(a)
The type of products or services that are made and sold.
(b)
The way in which products are made, e.g. process automation, new raw materials.

(c)
The way in which goods and services are sold. The growth of direct selling via the internet has had a significant impact on the implementation of business strategy.

(d)
The way in which markets are identified. Database systems make it much easier to analyse the market place.

(e)
The way in which firms are managed. IT encourages delayering of organizational hierarchies, homeworking, and better communication. Technology has also enabled greater integration between buyers and suppliers via the use of Extranets.

(f)
The means and extent of communications with external clients. The financial sector is rapidly becoming electronic – call centres are now essential to stay in business, online banking is becoming increasingly common, and the internet and interactive TV are featuring in business plans.

1.6
Ecological environment
1.6.1
For business entities in some industries, environmental factors have an important influence on strategic planning and decision-making. They are particularly important for industries that are:
(a)
subject to strict environmental legislation, or the risk of stricter legislation in the future (for example, legislation to cut levels of atmospheric pollution)

(b)
faced with the risk that their sources of raw materials will be used up (for example, parts of the fishing industry and timber production industry)

(c)
at the leading edge of technological research, such as producers of genetically modified foods.
1.6.2
Environmental protection is now a key aspect of corporate social responsibility. Pressure on businesses for better environmental performance is coming from many quarters.
(a)
Green pressure group have increased their membership and influence dramatically.

(b)
Employees are increasing pressure on the businesses in which they work for a number of reasons – partly for their own safety, partly in order to improve the public image of the company.

(c)
Legislation is increasing almost by the day. Growing pressure from the green or green-influenced vote has led to mainstream political parties taking these issues into their programmes, and most countries now have laws to cover lan use planning, smoke emission, water pollution and the destruction of animals and natural habitats.

(d)
Environmental risk screening has become increasingly important. Companies in the future will become responsible for the environmental impact of their activities.
1.7
Legal environment

1.7.1
The legal environment consists of the laws and regulations affecting an entity, and the possibility of major new laws or regulations in the future.

1.7.2
Laws and regulations vary between different countries, although international regulation is accepted in certain areas of commercial activity, such as banking.
1.7.3
Strategic decisions by an entity might be affected by legal considerations. For example:
(a)
an international company might locate some operations, for tax reasons, in a country with a favourable tax system

(b)
decisions to relocate operations from one country to another could be affected by the differences in employment law in the two countries, or by new employment legislation

(c)
in many industries, companies are faced with environmental legislation or health and safety legislation, affecting the ways in which they operate, as well as the design of the products they make and sell.
	Question 1

Airtite was set up in 2000 as a low cost airline operating from a number of regional airports in Europe. Using these less popular airports was a much cheaper alternative to the major city airports and supported Airtite’s low cost service, modeled on existing low cost competitors. These providers had effectively transformed air travel in Europe and, in so doing, contributed to an unparalleled expansion in airline travel by both business and leisure passengers. Airtite used one type of aircraft, tightly controlled staffing levels and costs, relied entirely on online bookings and achieved high levels of capacity utilization and punctuality. Its route network had grown each year and included new routes to some of the 15 countries that had joined the EU in 2004. Airtite’s founder and Chief Executive, John Skyes, was an aggressive businessman ever willing to challenge governments and competitors wherever they impeded his airline and looking to generate positive publicity whenever possible.
John is now looking to develop a strategy which will secure Airtite’s growth and development over the next 10 years. He can see a number of environmental trends emerging which could significantly affect the success or otherwise of any developed strategy. Airtite has been its fuel costs continuing to rise reflecting the uncertainty over global fuel supplies. Fuel costs currently account for 25% of Airtite’s operating costs. Conversely, the improving efficiency of aircraft engines and the next generation of larger aircraft are increasing the operating efficiency of newer aircraft and reducing harmful emissions. Concern with fuel also extends to pollution effects on global warming and climate change. Coordinated global action on aircraft emissions cannot be ruled out, either in the form of higher taxes on pollution or limits on the growth in air travel. On the positive side European governments are anxious to continue to support increased competition in air travel and to encourage low cost operators competing against the over-staffed and loss-making national flag carriers.
The signals for future passenger demand are also confused. Much of the increased demand for low cost air travel to date has come from increased leisure travel by families and retired people. However families are predicted to become smaller and the population increasingly aged. In addition there are concerns over the ability of countries to support the increasing number of one-parent families with limited incomes and an ageing population dependent on state pensions. There is a distinct possibility of the retirement age being increased and governments demanding a higher level of personal contribution towards an individual’s retirement pension. Such a change will have a significant impact on an individual’s disposable income and with people working longer reduce the numbers able to enjoy leisure travel.
Finally, air travel will continue to reflect global economic activity and associated economic booms and slumps together with global political instability in the shape of wars, terrorism and natural disasters.

John is uncertain as to how to take account of these conflicting trends in the development of Airtite’s 10-year strategy and has asked for your advice.

Required:

(a)
Using model where appropriate, provide John with an environmental analysis of the conditions affecting the low cost air travel industry.
(15 marks)

(b)
Explain how the process of developing scenarios might help John better understand the macro-environmental factors influencing Airtite’s future strategy.
(10 marks)



(Total 25 marks)


(Amended ACCA 3.5 Strategic Business Planning and Development June 2006 Q3)


2.
Key Drivers of Environmental Change
2.1
Introduction

2.1.1
In the previous section, we looked at environmental factors which can have an impact on an organization’s strategy. However, it is important to realize that these environmental factors are not static, but rather that they change over time. In this section, we will look at some of the key drivers of environmental change.

2.1.2
Johnson, Scholes and Whittington (JS&W) identify four aspects of globalization as key drivers of change in the macro-environment.

(a)
Market globalization
(b)
Cost globalization
(c)
Government activity and policy

(d)
Global competition
2.2
Market globalization
2.2.1
Gradual gloablisation of markets is taking place because of the interplay of a number of forces. It is impossible to isolate a simple of causation here.
(a)
Consumer tastes are becoming more homogeneous in such matters as clothes and entertainment.

(b)
As markets globalise, firms supplying them become global customers for their own inputs and seek global suppliers.

(c)
Improvements in global communications and logistics reduce costs, make globalization easier and allow the creation of global brands. The latter feeds back to the homogenization of taste.

2.3
Cost globalization
2.3.1
Economies of scale are a major source of cost advantage: companies in some industries, such as some electronics manufacture, can continue to gain such economies even as they (the companies) expand up to global size.

2.3.2
Experience effects can continue to drive down costs in the same way. An organization undertaking any activity learns to do it more efficiently over time, as it gains more experience of carrying out that activity. This increased efficiency reduces unit costs.
2.3.3
Sourcing efficiencies may be achieved by central procurement from global lowest-cost suppliers.

2.3.4
Country-specific cost advantages, such as low labour costs or a favourable exchange rate, encourage purchasers to search globally for suppliers.
2.3.5
High costs of product development can be spread over longer production runs if products are standardized and sold globally.

2.4
Government policy
2.4.1
The climate of government opinion has been increasingly sympathetic to free trade, though producer special interests and popular discontent continue to hamper it.

2.4.2
Technical standardization in both manufacturing and services has also encouraged increased trade, while some governments have been active in seeking foreign direct investment.

2.5
Global competition

2.5.1
Competitive forces seem to have had global effects:

(a)
Existing high levels of international trade encourage further interaction between competitors as a matter of routine.

(b)
The existence of global competitors and global customers in an industry prompts purely national firms to start trading globally so as to be able to compete on an even footing.

3.
Porter’s Diamond

3.1
National competitive advantage
3.1.1
Business entities in some countries appear to enjoy a competitive advantage over businesses in other countries in particular industries. For example, the US and Japan appear to enjoy an advantage in global market for IT and communications products and services; Switzerland and the US enjoy an advantage in pharmaceuticals, the UK appears to have some advantage in investment banking, and so on.

3.1.2
Traditional economic theory states that a country ‘inherits’ a comparative advantage over other countries in particular industries because of the natural resources that it enjoys. Natural resources include not only land and mineral deposits, but also the labour force and size of the population.
3.1.3
Michael Porter challenged the traditional theory of comparative national advantage in his book “The Competitive Advantage of Nations”. He put forward a different theory of national competitive advantage, known as Porter’s Diamond.
3.1.4
Porter argued that the national domestic market plays an important role in creating competitive advantage for companies on a global scale. Companies operating in a strong domestic market can develop competitive strengths. They can then build on the strength of their “home base” to extend their business operations into other countries, where their competitive advantage will also apply and help them towards success.
3.2
The four elements in Porter’s Diamond

3.2.1
Porter argue that a country could create factors that give its firms a comparative competitive advantage over firms in the same industry in other countries.

3.2.2
Porter’s Diamond model provides an analysis of the factors that give a country or region a comparative competitive advantage. Porter argued that a key to national or regional supremacy in a particular industry is the ability to innovate. Firms and industries must innovate to remain successful: a country must encourage innovation in order to retain a national comparative advantage.

3.2.3
Porter used a diamond shape to present the factors that create comparative competitive advantage for a country over other countries. There are four inter-related elements:

(a)
Favourable factor conditions

(b)
Related and supporting industries

(c)
Demand conditions in the home market

(d)
Firm strategy, structure and rivalry

[image: image2.emf]
(a)
Favourable factor conditions
3.2.4
Some factor conditions in a national market might be favourable for companies operating in a particular industry, and give them a strong national competitive advantage. Factor conditions in a country can be divided into two categories:

(i)
basic factors

(ii)
advanced factors

3.2.5
Basic factors are factors of production that exist naturally in the country. These might be:

(i)
large amounts of suitable land, such as land for agriculture

(ii)
large quantities of natural materials, such as timber, fresh water, and mineral resources such as oil and metals

(iii)
a favourable climate, for example, the basic factor conditions of climate and suitable soil help to explain why countries such as France and Australia are successful at wine-making.

3.2.6
Advanced factors are factors that are created and developed over time. Unlike basic factors, they are not inherited and do not exist naturally. A country might be successful at developing particular factors that make it easier for companies to compete more successfully.

3.2.7
Examples of advanced factors are:
(i)
Labour skills and knowledge. These might be general skills, such as a highly educated workforce with excellent skills in language and mathematics. They might also be skills in a particular industry or type of work. For example, a country might have a working population with high levels of technical skills in computer software writing, or nuclear physics.

(ii)
Technological resources. A country might benefit, for example, from the existence of scientific research centres.

(iii)
Infrastructure. A country might benefit from excellent transport networks and telecommunications networks.

	3.2.8
	Example 3 – Creating favourable factor conditions

	
	A country might suffer from a disadvantage in a factor of production compared with other countries. It can overcome this ‘factor disadvantage’ by innovating. For example:
· Japan suffers from a shortage of land. Its companies therefore find it difficult to allocate space to the storage of goods and materials. Japanese companies successfully overcame the disadvantage of land shortage by developing the concept of Just-in-Time purchasing and production.
· Japan has employment laws that make it difficult to dismiss employees from their job. As a result, there was extensive use of automation that gave Japan a lead over other countries in the production of high-quality manufactured goods.
· Switzerland has suffered from a comparatively small population. It has a long tradition of excellence in the production of watches, and overcame the problem of labour-intensive watch production by developing innovative high-quality watch designs.
· It has been argued that the success of Switzerland in international banking is due largely to the language skills of its population and the consequent ability of Swiss bankers to establish a good relationship with customers from many different countries.


(b)
Related and supporting industries
3.2.9
Porter argued that a country’s successful industries often consist of a cluster of related businesses and other organizations in the same geographical area. These related businesses are inter-linked through vertical relationships (between buyers and sellers) and horizontal relationships (sharing common customers as well as common skills and technology).
3.2.10
The proximity of inter-linked and mutually supporting firms in the same local area helps to create a strong industry with competitive advantage. London, for example, is the centre for a highly competitive financial services industry, with many interlinked financial, legal, accounting and other firms, as well as academic institutions. The existence of these inter-linked and supporting businesses is a source of competitive strength.
(c)
Demand conditions in the home market

3.2.11
Porter argued that strong demand in the home market can help to build international competitive advantage. This occurs when customers in the industry are particularly demanding and knowledgeable, so that they bring pressure on firms within the industry to provide goods or services of high quality. Strong domestic demand can also help to drive successful innovation.

3.2.12
By responding to demand in their domestic market, firms in the industry are able to transfer their ability to foreign markets, where rival firms from other countries have not benefited from the same strong domestic demand conditions and so are less competent at meeting customer needs.
	3.2.13
	Example 4

	
	· It might be argued that strong local demand for wine, and sophisticated local customers, has helped France to maintain its strong competitive position in the global markets for wine.

· In the Japanese market for consumer electrical and electronic goods, customers have very high expectations about the quality of products. Companies are therefore forced to produce products to very high quality standards to satisfy demand in the Japanese market. This creates a competitive advantage for Japanese producers in foreign markets.


(d)
Firm strategy, structure and rivalry
3.2.14
Porter argued that countries will be able to develop competitive advantage internationally in industries for which they are culturally well-suited, by their organization structures and management practices.
3.2.15
Firms and their owners might have different ideas about investment strategy. For example, in the US, investors and the management of companies often have a short-term outlook, and expect returns on their investment within a relatively short time. In other countries, investors might expect to invest for longer, to obtain the benefits of long-term returns. This might help to explain, for example, why the US does well in computer industries and Switzerland excels in pharmaceuticals.
3.2.16
In some countries, the management structure in larger companies is formal and hierarchical. In other countries, many companies are family-run businesses. This might give companies in some countries a competitive advantage in some industries, but not others.
3.2.17
A country is likely to retain a competitive advantage in industries whose key employees have jobs that give the individual a high status in society. For example, the UK has some comparative strength in investment banking: jobs as investment bankers have a high status in UK society.
3.2.18
Rivalry between local firms is also an important factor in maintaining national or regional competitive advantage. This is because rivalry forces producers to innovate, and to keep on looking for ways of meeting customer needs better than their competitors.
(e)
The role of government in creating competitive advantage
3.2.19
Governments can help to create suitable conditions for national competitive advantage.

(i)
They can create an education and training system that develops appropriate labour skills and knowledge.

(ii)
They can help companies to raise their performance levels by enforcing strict product standards.

(iii)
They can create early demand for new and advanced products by purchasing the products themselves.

(iv)
They can stimulate rivalry between local firms by enforcing strict anti-trust legislation.
	3.2.20
	Example 5

	
	An example that has been used to illustrate Porter’s Diamond theory is the success of Japanese companies manufacturing fax machines.
Several factors contributed to the comparative national advantage of Japan in fax machine production.
· Customers in Japan for fax machines were very demanding in their requirements, due to the nature of the Japanese written language.
· Japan had a relatively large number of electrical engineers, providing a source for skilled labour in fax machine technology.
· Japan had strong related and supporting industries, with expertise in miniaturisation and micro-technology. These helped Japanese companies to produce advanced fax machines.
· Strong local rivalry between fax machine producers helped to stimulate innovation in product design and keep costs low.
· There was strong government support: the government eased its own purchasing regulations, making it easier for government departments to buy the new fax machines produced by local firms.


	3.2.21
	Example 6

	
	The success of London as a global financial centre can be explained using Porter’s Diamond.

Favoruable factor conditions:

· In the UK, investment bankers have a high social status. This helps to attract highly-talented individuals into the industry, from other countries as well as the UK.
· There is a highly-skilled workforce, in investment banking and also related industries.
· London benefits from its membership of the European Union.
· London is in a favourable time zone in Europe, between the time zones of the Far East and the US (especially New York).
· English is the ‘language’ of international banking, and London benefits from being in an English-speaking country.
Related and supporting industries:

· London’s financial companies benefit from the existence of strong related and supporting industries, such as accounting firms, law firms and IT firms.
Demand conditions in the home market:
· Investment institutions such as pension funds and insurance companies are major customers of financial services firms in the UK. They have very high expectations of the quality of service they should receive.
Firm strategy, structure and rivalry:

· Banks in the London market benefit from strong rivalry between firms that helps to maintain standards of service at a high level.
London also benefits from high standards of corporate behaviour/corporate governance, but a regulatory regime that is not too oppressive. The UK government seeks to encourage the success of the UK financial services industry.


	Question 2

S Company operates in the consumer electronics industry designing and producing component parts which it assembles into products such as mobile phones, laptops and MP3 players.

To date, it has only sold its products in D Country, its home market, where until recently it was market leader. However, the competitive landscape has changed significantly as companies from PP Country have entered D Country’s market, competing aggressively on product innovation, quality and price. Market intelligence gathered by S Company on the new competitors suggests that they are supported in pursuit of their international strategies by sources of national competitive advantage.
Looking to the future, S Company is evaluating its options on how to respond to the increased competition, including how it could better position itself, and what alternative strategies it could pursue. One option under review is to sell its products in new markets. GR, the Sales and Marketing Director, has identified NN Country as a possible market opportunity. As the first step in understanding whether this is a viable option, he has asked his team to undertake an initial assessment of the external environment in NN Country.
Required:

(a)
With reference to Porter’s Diamond model, explain the different sources of national competitive advantage that the companies from PP Country may enjoy and which could give them a competitive edge over S Company.
(15 marks)

(b)
Using an appropriate strategic management framework/model, describe the information that GR, the Sales and Marketing Director, would require to help him assess the external environment in NN Country.
(10 marks)


4.
Methods of Business Forecasting
4.1
Scenario building
4.1.1
Scenario planning is a method of forecasting based on the analysis of different possible situations or scenarios that might occur in the future.

4.1.2
Scenarios are built with reference to key influences and change drivers in the environment. They inevitably deal with conditions of high uncertainty, so they are not forecasts: they are, rather internally consistent views of potential future conditions.

4.1.2
Macro scenarios are used to consider possible future environmental conditions overall. Industry scenarios deal with an individual industry in more detail.

(a)
Macro scenarios
4.1.3
Macro scenarios use macro-economic or political factors, creating alternative views of the future environment (e.g. global economic growth, political changes, interest rates, etc.).

4.1.4
Building scenarios – Keeping the scenario process simple is the way to get most out of scenario building.

(a)
Normally a team is selected to develop scenarios, preferably of people from diverse backgrounds. The team should include “dissidents” who challenge the consensus and some reference outsiders to offer different perspectives.

(b)
Most participants in the team draw on both general reading and specialist knowledge.

4.1.5
Steps in scenario planning (Mercer).
	Steps
	Comment

	1.
Decide on the drivers for change
	· Environment analysis helps determine key factors.

· At least a ten year time horizon is needed, to avoid simply extrapolating from the present.

· Identify and select the important issues and degree of certainty required.

	2.
Bring drivers together into a viable framework
	· This relies almost on an intuitive ability to make patterns out of “soft” data, so is the hardest part of the process.

· Items identified can be brought together as mini-scenarios.

· There might be many trends, but these can be grouped together.

· It is inappropriate to attempt to allocate probabilities.

	3.
Produce seven to nine mini-scenarios
	· The underlying logic of the connections between the items can be explored.

	4.
Group mini-scenarios into two or three larger scenarios containing all topics
	· This generates most debate and is likely to highlight fundamental issues.
· More than three scenarios will confuse people.

· The scenarios should be complementary not opposite. They should be equally likely. There is no ‘good’ or ‘bad’ scenario.
· The scenarios should be tested to ensure they hang together. If not, go back to Step 1.

	5.
Write the scenarios
	· The scenarios should be written up in the form most suitable for managers taking decisions based on them.
· Most scenarios are qualitative rather than quantitative in nature.

	6.
Identify issues arising
	· Determine the most critical outcomes, or branching points which are critical to the long term survival of the organization.

· Role play can be used to test what the scenarios mean to key actors in the future of the business.


(b)
Industry scenarios
4.1.6
Porter believes that the most appropriate use for scenario analysis is if it is restricted to an industry. An industry scenario is an internally consistent view of an industry’s future structure. It is not a forecast, but a possibility. A set of scenarios would reflect the possible future implications of current uncertainties.
4.1.7
Using scenarios to formulate competitive strategy
(a)
A strategy built in response to only one scenario is risky, whereas one supposed to cope with them all might be expensive.

(b)
Choosing scenarios as a basis for decisions about competitive strategy.

4.1.8
Approach for the industry scenarios:
	Approach
	Comment

	1.
Assume the most probable
	This choice puts too much faith in the scenario process and guesswork. A less probable scenario may be one whose failure to occur would have the worst consequences for the firm.

	2.
Hope for the best
	A firm designs a strategy based on the scenario most attractive to the firm: this is wishful thinking.

	3.
Hedge
	The firm chooses the strategy that produces satisfactory results under all scenarios. Hedging, however, is not optimal. The low risk is paid for by a low reward.

	4.
Flexibility
	A firm taking this approach plays a ‘wait and see’ game. It is safer, but sacrifices first-mover advantages

	5.
Influence
	A firm will try and influence the future, for example by influencing demand for related products in order that its favoured scenario will be realized in events as they unfold.


4.2
Qualitative forecasting methods
4.2.1
Qualitative techniques include the Delphi technique, sales force opinions, executive opinions and market research.

(a)
The Delphi method is named after the Delphi oracle of Greek legend. Several different experts are each asked – individually – to provide his or her individual opinions about what might happen in the future. The experts do not meet and do not share their ideas. Instead, management obtains their opinions separately, and then compare the views that each of the experts has given. From this comparison, management might then reach its own views about what might happen in the future, and plan accordingly.
(b)
Sales force opinions involve a sales manager gathering input from the sales team and collating their opinions into an aggregate forecast.

(c)
Executive opinions arise from meetings of high level managers during which they develop forecasts based on their knowledge of their own individual areas of responsibility.
(d)
Market research involves the use of customer surveys to evaluate potential demand.

4.3
High-low method

4.3.1
The high-low method provides an estimate of fixed and variable costs for an activity by taking two historical costs:

(a)
the total costs for the highest recorded volume of the activity, and

(b)
the total costs for the lowest recorded volume of the activity.

4.3.2
Where appropriate, one or both cost figures is adjusted to allow for price inflation, to bring them to the same price level. Of course, it needs to assume that these two historical records of cost are an accurate guide to expected costs for the activity.

4.4
Linear regression analysis
4.4.1
Linear regression analysis is a technique for estimating a ‘line of best fit’ from historical data. It can be used for analysing historical data for costs in order to estimate fixed costs and variable costs. It can also be used to analyse a historical trend, for example a historical trend in sales volume, in order to prepare a forecast for future periods, on the assumptions that the trend:
(a)
is upward or downward in a ‘straight line’, and

(b)
the historical trend will continue in a straight line in the future.

4.4.2
Linear regression analysis is a more accurate forecasting method than the high-low method. Like the high-low method, it assumes that there is a straight-line formula y = a + bx. It also uses historical data to produce an estimate for the values of a and b.
4.4.3
However, unlike the high-low method, it uses any number of historical data items, not just two (the high and the low data items).

The formulae are, for y = a + bx:
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Where:

a = fixed costs in each period

b = variable cost per unit

x, y = historical data, for example for activity level (x) and total cost (y)

n = the number of data items used
4.4.4
It is most unlikely that you will be asked to estimate fixed and variable costs using linear regression analysis. However, you should be familiar with the techniques from your earlier studies. For your examination, you might be required to comment on the reliability of linear regression analysis as a technique for estimating fixed and variable costs.
	4.4.5
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	A company is trying to estimate its fixed and variable production overhead costs in each month. It has the following historical data of costs in the previous five months.
Production volume

Total cost

000 units

$000

8
25
6

22

6

19

9

24

5

16

Required:
(a)
Use this data to estimate fixed costs each month and the variable cost per unit.

(b)
What should be the estimated costs for production overheads next month if the expected volume of production is 8,000 units?

Answer:
The values for y are the total costs and the values for x are the activity/output volumes.
x

y

xy

x2

8

25

200

64

6

22

132

36

6

19

114

36

9

24

216

81

5

16

80

25

34

106

742

242
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The estimate of costs is therefore = 7,900 + 1.96x

When output x = 8,000 units, the estimated total costs will be:

Total costs = $7,900 + 8,000 × $1.96 = $23,580, say $23,600


4.4.6
Comment on linear regression analysis
Linear regression analysis should be more reliable than the high-low method as a method of estimating fixed and variable costs, because it is based on more items of historical data.
However, it is not necessarily reliable. It assumes that total costs vary with changes in the selected activity. This assumption might be incorrect. Total costs may change in response to other factors, not the selected activity. For example, it might be assumed that the total costs of distribution will vary with the volume of sales, when it might be more appropriate to assume that total costs vary with the number of customer orders handled.
4.4.7
An advantage of linear regression analysis is that the reliability of estimates can be tested by calculating a correlation coefficient.
4.4.8
Correlation refers to the extent to which values for y can be predicted from any given value for x, using the values for a and b obtained from linear regression analysis.
4.4.9
The extent of correlation between values of x and values of y can be measured by a correlation coefficient, r. The correlation coefficient is calculated using the following formula:
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If you look at the formula carefully, you should notice that most of the values in the formula are the same as the values used to calculate b in the linear regression analysis formula. The only additional values you need are for nΣy2 and (Σy)2.
4.4.10
The value of r produced by this formula must always be within the range – 1 to + 1.

(a)
When r is close to + 1, there is a high degree of positive correlation. When r = + 1, there is perfect positive correlation, and all the pairs of data for x and y that have been used to estimate the values for a and b lie on a straight line, y = a + bx, when drawn graphically.

(b)
When r is close to - 1, there is a high degree of negative correlation. When r = – 1, there is perfect negative correlation, and all the pairs of data for x and y that have been used to estimate the values for a and b lie on a straight line, y = a – bx, when drawn graphically.

(c)
When r is 0, there is no correlation at all between the values of x and the values of y, and the linear regression formula would be completely unreliable. Correlation probably needs to be at the very least between 0.80 and 1.00 or between – 0.80 and – 1.00 to be considered of much significance.
	4.4.11
	Example 8

	
	The correlation coefficient can be calculated for the Example 7, as follows.

x

y

xy

x2

y2

8

25

200

64

625

6

22

132

36

484

6

19

114

36

361

9

24

216

81

576

5

16

80

25

256

34

106

742

242

2,302
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Hence, there is a reasonably strong positive correlation between the values of x and the values of y that are estimated using the linear regression formula.


4.4.12
The coefficient of determination r2 is the square of the coefficient of correlation. It measures the proportion of the total variation in the value of y that can be explained by variations in the value of x. For example, if r is – 0.992, then r2 is0.984. This means that over 98% of variations in y can be explained by variations in x, and less than 2% of the variations would be explained by other variables.
4.5
Time series analysis
4.5.1
A time series is a record of data over a period of time. In budgeting, an important time series is the amount of annual sales revenue (or sales revenue per month or revenue per quarter) over time. Historical data about sales might be used to predict what sales will be in the future, in the budget period, when it is assumed that there is an upward or downward trend over time.
4.5.2
Trends might be identified over time for other aspects of a business, such as the number of people employed by the entity or the number of customer orders handled.
4.5.3
There are several techniques that may be used to predict a future from historical data for a time series. With these techniques, it is assumed that:
(a)
There is an underlying trend, which is either an upward trend or downward trend.

(b)
There may be seasonal variations (or monthly variation or daily variations) around the trend line.

4.5.4
The diagram below shows a trend line with seasonal variations above and below the trend line. The general trend in this diagram is up and the trend can be shown as a straight line. However the actual value in each time period is above or below the trend, because of the seasonal variations.
[image: image9.emf]
4.5.5
Analysing a time series
There are two aspects to analysing a time series from historical data:
(a)
Estimating the trend line

(b)
Calculating the amount of the seasonal variations (or monthly variations or daily variations).

The time series can then be used to make estimates for a future time period, by calculating a trend line value and then either adding or subtracting the appropriate seasonal variation for that time period.
Two methods of calculating a trend line are:
(a)
Linear regression analysis

(b)
Moving averages

Linear regression analysis is a useful method for analysing a time series, but only if:
(a)
a straight line trend can be assumed, and

(b)
there are no seasonal variations in the historical data.

4.5.6
Moving averages
Moving averages are an alternative method to linear regression analysis for estimating a trend line, particularly when there are seasonal variations in the data. Moving averages are calculated as follows:
Step 1. Decide the length of the cycle. The cycle is a number of days or weeks, or seasons or years.
Step 2. Use the historical data to calculate a series of moving averages. (the average of all the historical data in one cycle). For example, if data is available for daily sales for Day 1 – Day 21 and there are seven days of selling each week a moving average is calculated for Day 1 – Day 7, Day 2 – Day 8, Day 3 – Day 9 and so on.

Step 3. Each moving average is matched to an actual time period (the middle time period of the cycle). For example the moving average for Day 1 – Day 7 is matched with Day 4: that for Day 2 – Day 8 is matched with Day 5 and so on.
Step 4. The moving averages (and their associated time periods) to calculate a trend line, using simple averaging, the high low method or linear regression analysis. It is also often useful to plot the data on a graph and extend a line of best fit.
	4.5.7
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	A company operates for five days each week. Sales data for the most recent three weeks are as follows:
Sales

Monday

Tuesday

Wednesday

Thursday

Friday

Units

Units

Units

Units

Units

Week 1

78

83

89

85

85

Week 2

88

93

99

95

95

Week 3

98

103

109

105

105

For convenience, it is assumed that Week 1 consists of Days 1 – 5, Week 2 consists of Days 6 – 10, and Week 3 consists of Days 11 – 15.
This sales data can be used to estimate a trend line. A weekly cycle in this example is 5 days, so we must calculate moving averages for five day periods, as follows:
Period

Middle day

Moving average

Days 1 – 5

Day 3

(78 + 83 + 89 + 85 + 85) / 5

84

Days 2 – 6

Day 4

(83 + 89 + 85 + 85 + 88) / 5

86

Days 3 – 7
Day 5
(89 + 85 + 85 + 88 + 93) / 5
88
Days 4 – 8

Day 6

(85 + 85 + 88 + 93 + 99) / 5

90

Days 5 – 9

Day 7

(85 + 88 + 93 + 99 + 95) / 5

92

Days 6 – 10

Day 8

(88 + 93 + 99 + 95 + 95) / 5

94

Days 7 – 11

Day 9

(93 + 99 + 95 + 95 + 98) / 5

96

Days 8 – 12

Day 10

(99 + 95 + 95 + 98 + 103) / 5

98

Days 9 – 13

Day 11

(95 + 95 + 98 + 103 + 109) / 5

100

Days 10 – 14

Day 12

(95 + 98 + 103 + 109 + 105) / 5

102

Days 11 – 15

Day 13

(98 + 103 + 109 + 105 + 105) / 5

104

In this example, all the moving average figures lie on a perfect straight line. It can be seen that each day the trend increases by 2. If x = the day number, the formula for the trend can be calculated by taking any day, say day 12

a + 2 × 12 = 102 so a = 78.

The formula is daily sales = 78 + 2x.

This trend line can be used to calculate the ‘seasonal variations’ (in this example the daily variations in sales above or below the trend).
Calculating seasonal variations

The trend line on its own is not sufficient to make forecasts for the future. We also need estimates of the size of the ‘seasonal’ variation for each of the different seasons.
A ‘seasonal variation’ can be measured from historical data as the difference between the actual historical value for the time period, and:
· the corresponding moving average value, where moving averages are used, or
· the corresponding straight line value for the trend line, where linear regression analysis is used.
The seasonal variations can then be used, with the estimated trend line, to make forecasts for the future.
Estimating seasonal variations: the additive model

The seasonal variation for each season (or daily variation for each day) is estimated as the difference between actual observations and trend values. These differences are then averaged for each season.
Middle day

Day of the week

Moving average value

Actual sales

Variation (Actual – Moving average)

Day 3

Wednesday

84

89

+ 5

Day 4

Thursday

86

85

– 1

Day 5

Friday
88
85
– 3
Day 6

Monday

90

88

– 2

Day 7

Tuesday

92

93

+ 1

Day 8

Wednesday

94

99

+ 5

Day 9

Thursday

96

95

– 1

Day 10

Friday

98

95

– 3

Day 11

Monday

100

98

– 2

Day 12

Tuesday

102

103

+ 1

Day 13

Wednesday

104

109

+5 

The seasonal variation (daily variation) is now calculated as the average seasonal variation for each day, as follows:
Sales

Monday

Tuesday

Wednesday

Thursday

Friday

Units

Units

Units

Units

Units

Week 1

+ 5

– 1

– 3

Week 2

– 2

+ 1

+ 5

– 1

– 3

Week 3

– 2

+ 1

+ 5

Average

– 2
+ 1

+ 5

– 1

– 3

Using the trend line and seasonal variations to make forecasts
When the trend line and seasonal variations have been estimated, we can make forecasts for the future. In the example above of daily sales, suppose that we wanted to forecast sales in units each day during Week 4 (days 16 – 20) and the trend line is 78 + 2x.
The ‘seasonal variations’ (daily variations) are as calculated above: – 2, + 1, + 5, – 1 and – 3.
The daily sales forecasts are calculated as follows:
Day

Trend line value (78 + 2x)

Seasonal variation

Forecast sales (units)

16

Monday

110

– 2

108

17

Tuesday

112

+ 1

113

18

Wednesday

114

+ 5

119

19

Thursday

116

– 1

115

20

Friday

118

– 3

115




4.5.8
Problems with seasonal variation analysis

(1)
The historical data will not provide a perfect trend line. The trend line that is estimated with the historical data is a ‘best estimate’, not a perfect estimate.

(2)
It is assumed that seasonal variations are a constant value, whereas they might be changing over time.

(3)
Forecasts using estimated trends and seasonal variations are based on the assumptions that the past is a reliable guide to the future. This assumption may be incorrect. However, forecasts must be made; otherwise it is impossible to make plans beyond the very short term.
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